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Obsolete Concepts:
Stationary Climate
   -> Rainfall and Temperature vary year to year, 
        but mean and variance are stable.

Pristine Habitat
   -> Pre-settlement conditions provide an objective  
        reference for habitat restoration goals.

The Problem of Complexity can be solved
   -> Science and engineering 
        can provide efficiency/capacity gains 
        with no unintended consequences



New Concepts:
Self-Organization

Hierarchical Structure 
(Near-Decomposability)

Adaptive Capacity  

Resilience 
("Upside Uncertainty")



Self-Organization
Steelhead Populations
   -> Evolution toward maximum fitness

Stream Systems
   -> Directional, iterative adjustment 
        toward minimum geomorphic work

Climate
   -> Adjustment of energy stocks and flows
        toward global radiative balance

People
   -> Maximize utility?
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Release the Adaptive Capacity of Steelhead

Stream systems

that generate abundant opportunities for steelhead
 
to pursue diverse life-history pathways

within their evolutionary competence
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of any new facility from the main channel. The toe
section can be built at the location of the existing
bank, with a bench constructed at the ordinary
high water line, and the upper bank set back.
Figure 7.2 illustrates a setback levee with a veg-
etated bench. In time, vegetation planted on the
bench will extend out over the river to provide
shade and cover along the stream margin for fish.

Bank Sloping.  Most methods of streambank
protection will require some bank regrading. Steep
or undercut banks may require regrading the slope
to 2H:1V or flatter. Because of their unconsoli-
dated nature, streambanks with sandy soils may
require slopes of 4H:1V or flatter. The application
of methods that require extensive bank sloping
may be limited by the close proximity of structures
(i.e., buildings, roads, utilities), loss of vegetation
of significant size (i.e., large trees), land acquisi-

Design Guidelines 7-3

EXISTING LEVEE
TO BE REMOVED

Existing
flood stage

Flood stage after
setback levee construction

OHW

Flood stage reduction

PROPOSED
SETBACK LEVEE

CHANNEL
BED

BENCH  
(vegetation on 

bench not shown)

tion or easements. In these situations, a rock wall,
live cribwall or vegetated geogrid could be used to
create a steeper slope.

Design Flow. Because structure design is based
on flood velocities and depths, it is necessary to
select one or more design flows to analyze the
hydraulics of the reach and find the values of the
necessary variables. A range of flows, up to and
including the 100-year event, should be examined
depending on the site characteristics, project com-
plexity and its associated risks. Of particular inter-
est is the bankfull or overtopping event for the
structure in question; this event generates the
greatest velocities and tractive forces.

Design Velocities. Local water velocities (i.e.,
velocities at or near the area of erosion), not
average channel velocities, should be used for
design. Local velocities along the outside of bends,

Figure 7.2 Setback levee.





Anthropogenic:
   CO2

   Methane
   etc.

Feedbacks:
   Polar Albedo  (+)
   More Methane (+)
   Water Vapor  (+/-)
   Sulfate Aerosols  (-)
   etc.

Ramping of Greenhouse Gasses
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Figure 3
The gain curve, showing how the gain, G, varies as a function of the feedback factor, f: G = 1/(1 – f ). The
high curvature of the line as f → 1 produces large increases in G for small increases in f.

The curve of Equation 8 is shown in Figure 3. For −∞ < f < 0, G < 1; thus, the inclusion
of the feedback has damped the system response (i.e., !T < !T0), and it is therefore termed a
negative feedback. For 0 < f < 1, G > 1; thus, the inclusion of a feedback has amplified the system
response, and it is therefore termed a positive feedback. The 1/(1 – f ) behavior of the gain is
extremely important and has crucial implications for dynamical systems—for instance, there is a
high degree of asymmetry between positive and negative feedbacks, which is a simple and direct
consequence of Equation 4.

For f ≥ 1, G is undefined. In setting up Equation 2, it was implicitly assumed that a new
equilibrium was possible, but this is not necessarily so. As the fraction of the output fed back into
the input exceeds 1/λ0, the basic equilibrating tendency of the reference system can no longer keep
up with the amplification from the feedback process, and catastrophic runaway growth ensues. In
real systems, this cannot continue indefinitely. Eventually, some other physical process must arise
to produce a new equilibrium. The model system represented by Equation 2 has broken down
because that other physical process has not been included. Note also that the not-uncommon
misconception that a positive feedback automatically implies a runaway feedback is not true.

ASPECTS OF FEEDBACKS ANALYSIS

Feedbacks Combine in Odd Ways

Any number of feedbacks can be incorporated (Figure 2c). For a system of N feedbacks,
Equation 4 becomes

!T = λ0(!R f + c 1!T + c 2!T + c 2!T + · · · + c N!T ). (9)

Hence,

!T = λ0!R f

1 − λ0
∑

i c i
, (10)

and so the gain and feedback factors are now given by

G = 1
1 −

∑
i fi

, (11)
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Figure 5
Uncertainties in response as a function of uncertainties in feedbacks, assuming a reference climate sensitivity
of !T0 = 1.2◦C. (a) The uncertainty in feedbacks, δf, is the same in both instances, but the uncertainty in
the response, δ(!T), depends enormously on the mean feedback strength, f̄ . (b) A Gaussian spread of
uncertainties in feedback strength ( green shading), f̄ = 0.65, σ f = 0.13, consistent with the GCM studies of
Colman (2003) and Soden & Held (2006), produces uncertainty in the system response (orange shading) that
is highly skewed. The dotted line is the mean of the distribution, and dash-dotted lines give the 95%
confidence interval. From Roe & Baker (2007).

The squared dependence in Equation 20 means that the magnitude of G has a great influence on
the how uncertainties in fi affect uncertainties in the system response (e.g., Charney 1979, Hansen
et al. 1984, Schlesinger 1985, Peixoto & Oort 1992, Torn & Harte 2006). This is illustrated
graphically in Figure 5a. The same uncertainty δfi has a much larger projection onto δ(!T ) if
the average feedbacks are strongly positive than if the average feedbacks are only weakly positive
or negative.

Let the mean value of the total feedback factor (i.e.,
∑

i fi ) be f̄ , and let the standard deviation
in the ith feedback factor be σ i. If the values of the σ is are mutually independent, then the standard
deviation of the sum of all the feedbacks is σ f = [

∑
i (σi )2] 1

2 . Even if uncertainties in individual
feedbacks are not normally distributed, one can invoke the central limit theorem to argue that, in
a system comprised of many feedbacks, and to a good degree of approximation, their combined
uncertainty will be normally distributed. This appears to be true for the climate system (e.g.,
Gregory et al. 2002, Allen et al. 2006). Figure 5b (from Roe & Baker 2007) shows how uncertainties
in feedbacks project onto the uncertainty in the system response for values characteristic of the
spread found in climate models. The 1/(1− f̄ ) shape of the feedback curve means the uncertainty
in the system response is highly skewed: There are small but finite probabilities of an extremely
large system response (Allen et al. 2006, Roe & Baker 2007). This shape for the envelope of
uncertainty of climate sensitivity has been found in many studies (e.g., Gregory et al. 2002, Forest
et al. 2002, Stainforth et al. 2005, Roe & Baker 2007) and can be understood as a direct consequence
of Equation 11.

Nonlinear Feedbacks
The feedback formalism so far has assumed that feedbacks are a linear function of the
system response. It is possible to relax this constraint. From those first-order definitions
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The B1 scenario assumes that global (including California) CO2 emissions peak at
approximately 10 gigatons per year (Gt/year) in mid-twenty-first century before dropping
below current levels by 2100. This yields a doubling of CO2 concentrations relative to its
pre-industrial level by the end of the century, followed by a leveling of the concentrations
(Fig. 1). Under the A2 scenario, CO2 emissions continue to climb throughout the century,
reaching almost 30 Gt/year. By the end of the twenty-first century, CO2 concentrations
reach more than triple their pre-industrial levels. The A1fi scenario has high emissions until
about 2080, when they finally level off by Century’s end. The A1fi emissions result in CO2

concentrations that reach about 950 ppm in 2100.
Both the GFDL and PCM modeling groups performed historical simulations – under the

so-called 20C3M conditions (see http://www-pcmdi.llnl.gov/projects/cmip/ann_20c3m.
php), that allow us to compare global climate model performance to historical observations
during late-nineteenth and entire-twentieth centuries. 20C3M runs for GFDL span 1861–
2000 and for PCM span 1890–1999. The 20C3M conditions used in both models accounted
for historical inputs into the atmosphere of aerosols from volcanic eruptions, changes in
solar irradiance, and anthropogenic GHG and aerosol loadings (Delworth et al. 2006;
Meehl et al. 2003). The 1961–1990 period of modeled climate was used in the present
study as a climatology, a benchmark to which future-climate simulations were compared.

3 Climate model simulations: a California perspective

Most of the impacts considered in the California assessment are driven by changes in
climate at the surface, so we focus on characteristics related to surface air temperature and
precipitation in the region.

3.1 Temperature projections

Each of the model projections contains symptoms of global climate change over the
California region. As we know from previous studies (e.g., H04, Dettinger 2005), there is
more consistency among the various models and different simulations of individual models
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Scenarios...



The B1 scenario assumes that global (including California) CO2 emissions peak at
approximately 10 gigatons per year (Gt/year) in mid-twenty-first century before dropping
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The B1 scenario assumes that global (including California) CO2 emissions peak at
approximately 10 gigatons per year (Gt/year) in mid-twenty-first century before dropping
below current levels by 2100. This yields a doubling of CO2 concentrations relative to its
pre-industrial level by the end of the century, followed by a leveling of the concentrations
(Fig. 1). Under the A2 scenario, CO2 emissions continue to climb throughout the century,
reaching almost 30 Gt/year. By the end of the twenty-first century, CO2 concentrations
reach more than triple their pre-industrial levels. The A1fi scenario has high emissions until
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Both the GFDL and PCM modeling groups performed historical simulations – under the

so-called 20C3M conditions (see http://www-pcmdi.llnl.gov/projects/cmip/ann_20c3m.
php), that allow us to compare global climate model performance to historical observations
during late-nineteenth and entire-twentieth centuries. 20C3M runs for GFDL span 1861–
2000 and for PCM span 1890–1999. The 20C3M conditions used in both models accounted
for historical inputs into the atmosphere of aerosols from volcanic eruptions, changes in
solar irradiance, and anthropogenic GHG and aerosol loadings (Delworth et al. 2006;
Meehl et al. 2003). The 1961–1990 period of modeled climate was used in the present
study as a climatology, a benchmark to which future-climate simulations were compared.

3 Climate model simulations: a California perspective

Most of the impacts considered in the California assessment are driven by changes in
climate at the surface, so we focus on characteristics related to surface air temperature and
precipitation in the region.

3.1 Temperature projections

Each of the model projections contains symptoms of global climate change over the
California region. As we know from previous studies (e.g., H04, Dettinger 2005), there is
more consistency among the various models and different simulations of individual models
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The B1 scenario assumes that global (including California) CO2 emissions peak at
approximately 10 gigatons per year (Gt/year) in mid-twenty-first century before dropping
below current levels by 2100. This yields a doubling of CO2 concentrations relative to its
pre-industrial level by the end of the century, followed by a leveling of the concentrations
(Fig. 1). Under the A2 scenario, CO2 emissions continue to climb throughout the century,
reaching almost 30 Gt/year. By the end of the twenty-first century, CO2 concentrations
reach more than triple their pre-industrial levels. The A1fi scenario has high emissions until
about 2080, when they finally level off by Century’s end. The A1fi emissions result in CO2

concentrations that reach about 950 ppm in 2100.
Both the GFDL and PCM modeling groups performed historical simulations – under the

so-called 20C3M conditions (see http://www-pcmdi.llnl.gov/projects/cmip/ann_20c3m.
php), that allow us to compare global climate model performance to historical observations
during late-nineteenth and entire-twentieth centuries. 20C3M runs for GFDL span 1861–
2000 and for PCM span 1890–1999. The 20C3M conditions used in both models accounted
for historical inputs into the atmosphere of aerosols from volcanic eruptions, changes in
solar irradiance, and anthropogenic GHG and aerosol loadings (Delworth et al. 2006;
Meehl et al. 2003). The 1961–1990 period of modeled climate was used in the present
study as a climatology, a benchmark to which future-climate simulations were compared.

3 Climate model simulations: a California perspective

Most of the impacts considered in the California assessment are driven by changes in
climate at the surface, so we focus on characteristics related to surface air temperature and
precipitation in the region.

3.1 Temperature projections

Each of the model projections contains symptoms of global climate change over the
California region. As we know from previous studies (e.g., H04, Dettinger 2005), there is
more consistency among the various models and different simulations of individual models
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From Dettinger, SF Estuary & Watershed Sci 3(1), Art 4 (2005)
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Investment Strategy

The Dynamic Stream Corridor

Rebuild infrastructure after each catastrophe?
Construct hatcheries for fish?

(Labor & resources as adaptive capacity)

Predict the future and optimize for it?
(Intellectual capital as adaptive capacity)

Design resilience for whatever comes?
(Intellectual capital and 

natural capital as adaptive capacity)
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